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CircleClI Server v3.x Overview

Introduction

CircleCl Server v3.0.1 is a continuous integration and continuous delivery (CI/CD) platform that you can
install on your GCP or AWS Kubernetes cluster.

The core of the CircleCI Server application runs inside Kubernetes.

The application exposes five services using load balancers, three of these load balancers are VPC-internal.

Load Balancer Type Ports Description

Front-end GUI Proxy External 80 and 443 Exposes the web
application.

Front-end API External 80 and 443 Exposes the web
application.

Nomad Control Plane Internal 4647 Exposes an RPC protocol

for Nomad runners.

Output Processor Internal 8585 Ingests output from
Nomad runners.

VM Service Internal 3000 Provisions virtual
machines.

CircleCl Server schedules Cl jobs using thélomad scheduler. The Nomad control plane runs inside of
Kubernetes, while the Nomad clients, which are responsible for running scheduled CircleCl jobs, are
provisioned outside the cluster. CircleCl Server can run Docker jobs on the Nomad clients themselves or in a
dedicated virtual machine (VM).

Job artifacts and output are sent directly from jobs in Nomad to object storage (S3, GCS, or other supported
options). Audit logs and other items from the application are also stored in object storage so both the
Kubernetes cluster and the Nomad clients need access to object storage.

KOTs is used to configure and deploy CircleCI Server 3.0.

Architecture

Below is a diagram describing the architecture of Server 3.x. The available services are described in greater
detail in the Servicessection.


https://www.nomadproject.io/
https://kots.io/
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Figure 1. CircleCI Server v3.x Architecture



Services

CircleClI Server 3.0 consists of the following services. Find their descriptions and failure implications below:

Service

api-service

audit-log-service

builds-service

circle-legacy-
dispatcher

circleci-mongodb

circleci-postgres

circleci-rabbitmq

circleci-redis

Component

App Core

App Core

App Core

Execution

Execution

Data storage for
microservices

Pipelines and
Execution

Execution

Description What happens if it

fails?

Provides a GraphQL Many parts of the
API that provides Ul (e.g. Contexts)
much of the data to will fail completely.
render the web

frontend.

Persists audit log
events to blob
storage for long
term storage.

Some events may
not be recorded.

Ingests from www-
api and sends to
plans-service,
workflows-
conductor, and to
orbs-service

Part of Compute
Management. Sends
to usage Q (mongo)
and back to VCS.

Primary datastore

Queuing for
workflow
messaging, test-
results, usage,
crons, output,
notifications, and
scheduler

Cache data that will A failed cache can
not be stored end up resulting in
permanently (i.e. rate limiting from
build logs), for the VCS if too many
request caching, and calls are made to it.
for rate limit

calculations.

Notes



Service

circleci-telegraf

circleci-vault

config

contexts-service

cron-service

dispatcher

domain-service

Component

App Core

Pipelines

Execution

App Core

Description

Telegraf collects
statsd metrics. All
white-boxed
metrics in our
services publish
statsd metrics that
are sent to telegraf,
but can also be
configured to be
exported to other
places (i.e. Datadog
or local-
observability-stack-
prometheus)

HashiCorp Vault to
run encryption and
decryption as a

service for secrets

Stores and provides
encrypted contexts.

Triggers scheduled
workflows.

Split jobs into tasks
and send them to
scheduler to run.

Stores and provides
information about
our domain model.
Works with
permissions and API

What happens if it
fails?

All builds using
Contexts will fail.

Scheduled
workflows will not
run.

No jobs will be sent
to Nomad, the run
queue will increase
in size but there
should be no
meaningful loss of
data.

Workflows will fall

to start and some
REST API calls may
fail causing 500
errors in the
CircleCl Ul. If LDAP
authentication is in
use, all logins will
fail.

Notes



