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// Executive summary  

Ontheonehand,elevatedinterestrateshavecurtailed
investmentinthetechsector,leavingteamsfeelingthe
pressureofsmallerheadcountsandaheightenedfocuson
efficiencyandproductivity.Ontheother,theemergenceand
widespreadadoptionofgenerativeAIhasunlockednewtools
andrevenuestreams,infusingtheindustrywitharenewed
sense of optimism and opportunity. 

Whatthisaddsuptoisapervasivefeelingthatsoftwareteams
canandshouldbedoingmorewithless.Istheindustryup
to the task? As the data in this report shows, the answer is a 
resoundingyes.

Weanalyzednearly15milliondatapointsfromteamsbuilding
onCircleCI’scloudCI/CDplatformandfoundthatdevelopment
teams are more productive in 2024 than ever before. They 
aregeneratingmorecode,atahigherquality,andsolving
problems faster than at any point prior.  

*SourcedfromTheTotalEconomicImpact™ofCircleCI

S O M E  K E Y  F I N D I N G S :

• Throughput,ameasureofteamproductivity,is up 11% 
across all branches and an incredible 68% on production 
branches,indicatingasharpuptickinnewfeaturedelivery.

• For the first time, the median team recovers from errors in 
under 60 minutes,exceedingourindustrybenchmarkand
freeingupdeveloperstospendmoretimeinnovating.

• Themostsuccessfulteamsarerunning longer workflows 
on production branches and adding new security and code 
quality tools to their pipelines,underscoringthestrong
correlation between automation, feedback, and productivity.

// It’s no secret that the software industry is in the midst of a massive 
transformation, driven by two powerful undercurrents. 
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T H E  F I N D I N G S  O F  T H I S  R E P O R T  represent 
a watershed moment for the software industry. 
The productivity boom takingshapeacrossthe
broadereconomyalreadyhasmaterializedamong
techteams,withtangiblebenefitsbeingrealizedby
thosebuildingonCircleCI.

At the same time, software delivery faces an 
unprecedentedlevelofrisk.Changeisnolonger
limitedtothecoderepository;it’shappening
allthroughoutthesoftwareecosystem—in
the foundational models and prompts that 
power our AI-enabled software, in the external 
libraries and frameworks that support today’s 
distributed application architecture, and in the 
cloud infrastructure that keeps our applications 
online and accessible. Upstream and downstream 
changesnowhaveoutsizedeffectsonyourability
to predict and control application performance. 

As the software world continues 
to adapt to new tools, processes, 
and market forces shaping the 
industry, the best organizations 
are rethinking not just how they 
deliver software but how they 
define and measure success. When 
efficiency is paramount, CI/CD 
gives teams the ability to deliver 
more value in less time, setting the 
foundation for stable, sustainable 
growth in an era of rapid change.”

—J I M  R O S E ,CircleCICEO

Thesenewwaysofbuildingrequireamore
dynamicandcomprehensiveapproachtomanaging
change.Theold,repo-centricmodelisgone,
andwithitgoesthetraditionalCIpracticeof
monitoringonlythecodebaseforchanges.That
means it’s also curtains for CI theater, where teams 
could automate small portions of their workflows, 
cover up the rest with inconsistent and unreliable 
manualprocesses,andcallitCI.Themarginfor
errortodayissmallandshrinking.Implementing
robust,continuousfeedbackatallstagesofyour
development cycle is mission critical.

In this report, we lay out the trends, practices, 
andtechnologiesdrivinggrowthandefficiencyin
softwareteams,givingyouactionableintelligence
youcanusetooptimizeyourprocessesand 
stay competitive. 

We also make the data-driven case that there is 
a real separation happening between teams who 
are adapting and thriving in today’s environment 
and those who are being left behind. 

Which type of team are you on?

The productivity boom

“
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// What is an elite team?
T H R O U G H O U T  T H I S  R E P O R T, we use terms like 
“elite”and“high-performing”todescribeteamsthat
consistently outperform benchmarks on the four key 
softwaredeliverymetricsshowntotheright.

These benchmarks are not arbitrarily chosen. They  
arebasedoninsightsbyPaulDuvallinhisfoundational
2007 book Continuous Integration and adapted from the 
groundbreakingresearchbyNicoleForsgrenandthe
DevOpsResearchandAssessment(DORA)team’s 
2018bookAccelerate: Building and Scaling High 
Performing Technology Organizations. As outlined in 
these works, organizations that meet or exceed these 
DevOps benchmarksaresignificantlymorelikelyto
achieve superior outcomes in software delivery and 
operational performance. 

M E T R I C D E F I N I T I O N  B E N C H M A R K

D U R AT I O N
Averagelengthofa 
CI/CDworkflow

10minutes

T H R O U G H P U T
Numberofworkflows 
per day

1perday

M E A N  T I M E  
TO  R E C O V E R Y

Averagetimebetween 
a failed build and the next 
successful run

60 minutes

S U C C E S S  
R AT E

Percentageofpassingbuilds
90% on the  
main branch

CircleCI  |The2024StateofSoftwareDelivery 5

https://circleci.com/


Q U A N T I F Y I N G  A N D  C AT E G O R I Z I N G  software 
delivery performance is notoriously difficult because 
teams often lack the resources and capabilities to 
capture accurate and comprehensive data. When they 
docapturedata,it’schallengingtointerpretitina
meaningfulwayduetovariationsinprojectscopes,
technologies,andbusinessdomains.Itisdifficult
to make “apples to apples” comparisons to other 
organizations,ascontextualdifferencescansignificantly
affect performance indicators.

Otherdatareports,themostnotablebeingtheDORA
team’s annual State of DevOps report, attempt to 
overcomethisbysurveyingabroadsampleofteams
andlookingforsharedcharacteristicsintheself-
reporteddata.Whilethisyieldsvaluableinsightsinto
theadoptionandimpactofDevOpspracticesacross
industries, results must be interpreted with caution due 
toself-reportingbiasandchallengesincapturingand
interpretingdata.Respondentsmayhaveincentivesto
overstatetheirsuccess,andthesubjectivenatureof
self-assessment can introduce inaccuracies.

// What sets the State of Software Delivery 
apart from other studies is our access to one 
of the world’s largest datasets on the actual 
behavior of software organizations as observed 
on our cloud CI/CD platform. 

Thisdataprovidesconcrete,quantitativeinsightsinto
developmentpractices,workflowfrequencies,recovery
times, and other metrics. Unlike survey-based research, 
analyzingCI/CDdataremovesthesubjectivityand
varianceofself-reportedinformation,offeringamore
accurate and scalable way to assess software delivery 
performance.Byleveragingthisdata,wecanderive
insightsthataregroundedinreal-worldpracticesand
offerapictureofeliteperformancedrivenbytangible
achievements measured on our platform. 
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// How do you compete?
T H I S  Y E A R ’ S  D ATA  represents a clear call to action for 
technologyleadersandorganizations.Thebestorganizationsare
shipping more features and recovering from errors faster than 
everbefore.Atthesametime,teamsstrugglingtoadapttothenew
paradigmarequicklyfallingbehindthecurve.

Toremaincompetitive,organizationsmustadoptthetechnologies
and practices that drive efficiency, productivity, and value-focused 
delivery. For many, that will involve:

• shiftingtosmaller,moreagileteams

• responsiblyintegratingAI-poweredtoolstoacceleratecode
generationandissueresolution

• embracingDevOpsandcontinuousdeliverymodelstostreamline
deployment processes

Butwhilethesechangesmayhelpyoumeetthechallengesof
today,it’sequallyimportanttoplanaroadmaptocompetetwo, 
ten, even twenty years into the future. 

Asyourorganizationgrows,yourcompetitionwillevolvealongwith
you.Toillustratethechallengeofcompetingatscale,considerthe
differenceinthroughputbetweenourmedianperformersandthe
10 most productiveorganizationsontheCircleCIplatform:

A roadmap for success at scale

H I G H E S T  T H R O U G H P U T  O R G A N I Z AT I O N S  O N  C I R C L E C I

Avg. workflows per dayRank and vertical

       16,225

      11,728

     9,783

    5,090

    5,084

   4,895

  3,836

 3,330

 3,305

  3,023
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How are they doing it?
Oneofthecriticalareaswherehigh-throughputteamsexcelisintheirmonitoring
ofqueuingandconcurrency.Becauseofthehighrateofchangeintheirprojects,
theseteamsoftenfacemergeconflictsthatcauseslowdownsandbuildfailures.By
monitoringtheseissuesandincorporatingmergequeues,auto-scalinginfrastructure,
andparallelprocessinginresponse,theyarebetterabletomanagethevolumeand
complexityofworkrequiredtocompeteatthetoplevelsofperformance.

Asthroughputlevelsincrease,eliteteamsalsoneedplatformsthatcanmanagethe
complexityofcontinuousdeliveryatscale.Thisincludesefficienthandlingofreleases
androllbacks,whichareinevitablepartsofthelifecycleofanyapplication.Theagility
totrackreleasesacrossenvironments,quicklyidentifyissues,andrevertchangesor
pushupdateswithoutdisruptingtheuserexperienceunlocksthetruevalueofhigh
throughputandsetseliteperformersapart.

EliteorganizationsunderstandthattheirCI/CDinfrastructureisafoundational
elementoftheirsuccess.Theyinvestinplatformsthatnotonlysupporthighlevelsof
automationandintegrationbutalsoprovidetoolstoeffectivelyoptimizeeverystage
ofthedeliveryprocess.Youcansetyourorganizationonasimilarpathtosuccess
todaybybuildingpipelinesthatarescalableandresponsivetotheneedsofyour
business today, tomorrow, and well into the future.

Organizationsinthe95thpercentile(P95)do
nearly5xtheamountofworkasthoseinthe
median,running7.6workflowseachday.

// Those in the top 10 
overall run more than 
6,000 workflows per day 
on average.
Thisisnotonlyseveralordersofmagnitude
more productive than the median performer,  
but it also represents a 97% year-over-year 
increaseinthroughputamongtop-performing
teams.Thecompetitionistough,and 
gettingtougher.

Tocompeteatthislevelrequiresastrategic
focusonspeedandagilityoptimizations.
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// The four key metrics  
How do today’s teams perform against industry 

benchmarks for duration, throughput, mean time 
to recovery, and success rate? 
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Duration
K E Y  TA K E AWAY S : 

• Workflowsare13%fasteryearoveryear,averaging
2minutesand50secondsacrossallbranches

• Durationsincreasedonproductionbranchesand
decreased on feature branches

• Teamsarebalancingtheneedforrapid 
valuedeliverywiththerequirementforstable,
secure deployments  

Durationisapivotalmetricthatdirectlyinfluences
developmentspeed,codequality,andtheoverall
agilityofateam.Shorterdurationsreducefriction
andtightenfeedbackloops,buttheycanalso
obscureproblemssuchasinsufficienttestcoverage
or manual toil outside of the pipeline. The best 
teamsbalancespeedandstabilitybytailoringtheir
workflowstotheneedsofeachdevelopmentstage.

In2024,weobservedadivergenceindurationtrends
that underscores the need for a more nuanced 
approach to team velocity. While the median duration 
fell13%to2m50s,thespeedgainswereentirely
concentrated on feature branches, which were 
almostafullminute(26%)fasteryearoveryear.In
contrast, workflows on production branches were 
11%slower,increasingbyanaverageof17seconds.

Thesechangesindicateteamsareimplementing
effectivestrategiestoincreaseboththevelocity
andqualityoftheiroutput:fasterfeedbackon
development branches to drive innovation and 
more robust checks on the default branch to limit 
productionfailures.Notably,longerworkflowson
production were coupled with a dramatic increase  
in the number of workflows run.

// Robust testing is a 
productivity multiplier.
For the optimal balance in your pipelines, focus 
onrapidimprovementstocodequalityearlyinthe
developmentprocessthroughpracticessuchas
linting,unittesting,andstaticapplicationsecurity
testing(SAST).Reservemorecomprehensivechecks
suchasdynamicapplicationsecuritytesting(DAST),
performancetesting,andend-to-endtestingforQA
and production branches. Invest in fast, scalable 
CI/CDanddriveefficiencythroughparallelization,
caching,andconsistentbuildenvironments.These
improvements will accelerate development cycles, 
eliminatecostlyrework,andensureahighlevelof
productqualityfromtheoutset.

2m 50s

10m

M E D I A N  D U R AT I O N

B E N C H M A R K
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Throughput
K E Y  TA K E AWAY S : 

• Comparedtolastyear,teamsaredoing 
more work overall, and particularly on their 
production branch

• Gainsareconcentratedinthetop50%;lower
performerssawnogrowth

• Innovativeteamsarefindingwaystodomore
withlesswhiletherestgetleftbehind

Throughputisapivotalindicatorofateam’sability
to deliver software efficiently. It measures the total 
numberofworkflowsrun,directlyimpactinghow
quicklyateamcanrespondtochangesanddeliver
valuetousers.Ahigherthroughputsignifiesmore
efficient processes and a more productive and 
responsive team.

This year’s data shows a notable increase in 
throughputamongtopperformers,particularly
onproductionbranches.Medianthroughput
was1.68workflowsperdayonbothmainand
featurebranches,representinga10%increasein
throughputoverallandasurprising68%increase
in activity on main. These improvements, however, 
wereconcentratedinthetop50%ofteams.The
bottomhalfofteamssawnogrowthinactivity 
year over year.

Whatthissuggestsisanemergingsplitinteams’
abilitytoadaptandthriveintheincreasingly
resource-constrained world of software delivery. 
Teamswhocansuccessfullynavigatethetechnical,
cultural,andeconomicchallengesoftodayare
findingwaystodomorewithless,shippingmore
valueatafasterpace.Thosewhostruggletoadapt
arefindingthemselvesleftbehind.

MoreeffectiveautomationwithCI/CDisanimportant
driverofteamproductivity,butitrepresentsjustone
pieceofthepuzzle.Emergingpracticessuchasthe
use of platform engineeringtooptimizedeveloper
experience and scale effective practices across 
teams, as well as the safe and strategic use of AI-
powered toolsforcodegeneration,errorresolution,
andpredictiveanalysis,giveinnovativeteams 
anedge.Byfocusingonefficiency,adaptability, 
andthewellbeingoftheirengineers,theseteams 
aresettingnewstandardsforproductivityintheface 
of adversity.

1.68

1+

W O R K F L O W S  /  D AY 

M E D I A N  T H R O U G H P U T

B E N C H M A R K
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60m

M E D I A N  M T T R

B E N C H M A R K

Mean time to recovery (MTTR)
K E Y  TA K E AWAY S : 

• Averagerecoverytimesarefasterthanthe
industry benchmark for the first time

• Teams recovered from failed feature branch 
workflows17+minutesfasterthanlastyear

• Fasterrecoverysupportsquickeriterationcycles
anddrivesincreasedthroughput

Meantimetorecovery(MTTR)isacriticalmetric
forevaluatingtheresilienceandefficiencyofCI/CD
pipelines.AlowerMTTRindicatesateam’sability
toquicklyaddressandresolveissues,minimizing
downtime and its impact on operations.

Thisyear,teamsonCircleCIachievedasignificant
MTTRmilestone:averagerecoverytimesacrossall
branches fell below the 60-minute benchmark for 
thefirsttimeinourreportinghistory,dropping11%to
57m33s.Teamsrecoveredfromerrors1m17s(2.4%)
faster on the default branch and an impressive 
17m17s(22.6%)fasteronfeaturebranches.The
emphasis on velocity in feature development mirrors 
asimilarfindinginthisyear’sdurationnumbers:
teamsareacceleratingearlydevelopmentworkflows
to drive efficiency in innovation.

These results continue a multiyear trend of 
acceleratedrecoverytimesandsuggestagrowing
focusonmaintainingdeploy-readycode.Rapid
errorrecoveryisaprerequisitetoincreasing
deploymentfrequency,andthenotableincreasein
throughputidentifiedinthisyear’sreportprovides
moreevidencethatfastMTTRsupportsthebroader
objectiveofkeepingthedeliverypipeline 
flowingsmoothly.

ToimproveyourMTTRandeliminatebottlenecks
inyourorganization,integraterobusttesting,with
verboseandactionableerrorreporting,inallstages
ofyourdevelopmentcycle.Usemonitoringtoolsand
AI-driveninsightstohelpidentify,diagnose,and
resolveissuesmoreswiftly.EmbracecoreDevOps
principlesincludingsmaller,morefrequentcommits,
trunk-baseddevelopment,andmaintainingadeploy-
readydefaultbranch.Bymakingyourdevelopment
process more efficient and your codebase more 
resilient,youcansignificantlyreducedowntimeand
enhance the reliability of your software, ultimately 
leadingtoimprovedcustomersatisfactionand
sustainablecompetitiveadvantage.

57m 33s

 F I R S T  T I M E 

B E L O W 

B E N C H M A R K 
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82.5%

90%

A V E R A G E  S U C C E S S  R AT E 

( M A I N  B R A N C H  O N LY )

B E N C H M A R K

Success rate
K E Y  TA K E AWAY S : 

• Successratesonmainrose5percentagepoints
yearoveryear,nearingourbenchmarkof90%

• Lowersuccessratesonfeaturebranches 
(70.1%)areexpectedgivenhigherlevels 
of experimentation 

• Improvedperformanceonmainsupportshigher
levelsofthroughput

Successrateisacrucialmetricindicatingthe
percentageofbuildsordeploymentsthatpass
throughtheCI/CDpipelinewithouterrors.With
sufficienttestcoverage,ahighersuccessratepoints
tobettercodequality,moreefficientdevelopment
practices, and an improved flow of value to users.

This year’s data indicates an upward trend in the 
qualityofcodebeinggeneratedbyteams.Overall,
successratesincreasedfrom69.5%to72.3%.On
the main branch, where successful deployments are 
most critical, success rates increased from 77.4% to 
82.5%,approachingourrecommendedbenchmark
of90%.Onfeaturebranches,whereexperimentation
andearly-stagedevelopmentmakeerrorsmore
likely,successratesheldsteadyat70.1%

Highersuccessratesonthemainbranchare
especiallynoteworthygiventhecorresponding
increaseinboththroughputandworkflowdurations
onmain.Takentogether,thesetrendsindicate
teamsarenotonlygeneratingmorecode,butthey
aresubjectingittohigherlevelsofscrutinyand
implementingmoreeffectivewaystoensureits
qualitybeforedeployment.Thiscomprehensive
approachtosoftwaredevelopmentsuggeststhat
organizationsarebecomingmoresophisticatedin
theiruseofCI/CDpipelines,emphasizingnotjust
thequantityofworkproducedbutalsoitsquality.

Tocapitalizeonthesepositivetrends,organizations
shouldcontinueprioritizingcodequality.Thiscould
involveadoptingnuancedtestingstrategies,such
astheuseoffeaturetogglesforisolatingnewcode
duringtestingphases,andshiftingtestcoverage
lefttocaptureerrorsearlier.Platformteamscan
automate policy enforcement to ensure that all 
contributionsalignwithorganizationalbestpractices
regardingcodingstandards,toolchoice,and
compliance with security protocols. For company 
leadership,investinginadvancedCI/CDtoolsand
AI-poweredcodingassistantscanfurthersupport
theseefforts,providingthenecessaryresources
andinfrastructuretomaintainhighsuccessrates.
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// Additional findings  

*SourcedfromTheTotalEconomicImpact™ofCircleCI

What are the tools, processes, 
and strategies that contribute to 

DevOps success?
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How do team  
and company size  

affect software  
delivery success?

I N  T H I S  S E C T I O N , we explore how the 
numberofcontributorsandthesizeofa
companyinfluenceCI/CDperformance.These
observationsprovideinsightsintostrategic
prioritiesandemergingopportunitiesacross
diverseorganizationalscales.

// We share them as a tool you can use to 
identify optimal resource allocation and 
process adjustments for your organization.
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Smaller teams ran longer 
workflows on main; larger 
teams opted for speed: Teams 
with50orfewercontributors
increased durations on the 
mainbranchbyanaverageof
19%.Thosewith100ormore
contributors cut durations  
bymorethan50%andnow 
run shorter workflows than  
all but the smallest teams  
(2-5contributors).

Smaller teams see bigger 
productivity gains: The team 
sizewiththebiggestoverall
increaseinthroughputwas
the11–20membergroup,
whichsawa53%uptickin
workflowsrun.Whenlooking
atthetopperformers(P95),
theteamsizewiththehighest
levelofthroughputbyfaris
teamswith2–5contributors,at
12.3workflowsperday.That
isasignificantchangefrom
lastyear,whenteamssized
100–1000werefarandaway
the most productive. This year, 
largeteamssawadeclinein
throughputattheP95level.

Smaller teams recover faster 
everywhere, larger teams 
prioritize main: Teams with 
11–20contributorsexperienced
the most substantial reduction in 
recovery times compared to last 
year,nearlyhalvingthemacross
allbranchestoreach37m40s
onmainand38m50sonfeature
branches.Onthemainbranch,
teamssized100–1000recovered
fastest,at33m17s.However,
recovery times on feature 
branchesforteamsofthissize
exceeded3.5hours,anincrease
of65%yearoveryear.

T E A M  S I Z E

Herearesomekeyfindingsrelatedtoteamsize,as 
measuredbythenumberofcontributorstoagivenproject.

Theimprovementsinthroughputandstabilityobservedamongteamswith20orfewercontributors
furthersupportsthehypothesisthatsoftwareorganizationsaredoingmorewithless,andmaysuggest
thatthebestpositionedorganizationsareshiftingresourcestooptimizesmaller,moreagileteamsrather
thanscalinguptheirworkforce.

Number of contributors 

Workflows per day 2023 2024

P 9 5  T H R O U G H P U T  B Y  T E A M  S I Z E
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Productivity is leveling out on 
average:Lastyear,wereported
a positive correlation between 
companysizeandthroughput.
In this year’s data, we found 
aflatteninginthroughput
performance, as small and 
medium-sizedbusinessesare
runninganumberofworkflows
approximately on par with 
theirlargercompetitors.While
throughputincreasedyear-
over-year(YoY)acrossall
organizationsizes,companies
with11-50employeeshad
outsizedgainsandnowmatch
theaveragethroughputof
companieswith100to1000
employees,at1.68workflows
perday.Thosewith5orfewer
areonlyslightlybehindat 
1.64perday.

Top performers are separating 
from the pack: Despitethe
convergenceinmedian
productivity, when we consider 
thetopperformers(P95)by
companysize,throughput
doesstillgenerallyincrease
ascompanysizegrows.
Thehighestthroughput,7.5
workflowsperdayonaverage,
happens at companies with 
greaterthan100employees,
andthelowest(6.64)occursat
companies with five or fewer. 

Smaller companies are running 
longer workflows:Duration
increased year over year in 
companies with fewer than 
100employees.Similartowhat
weobservedforteamsizes,
organizationswithhundreds
or thousands of employees 
(ormore)havecontinuedto
accelerate their workflows and 
now run the fastest workflows 
on our platform at 2m 40s on 
average.Smallerorganizations
aretrendingintheopposite
direction,nowrunninglonger
workflows at approximately  
4minutesonaverage.

C O M PA N Y  S I Z E

Nowherearesomesomeofthetrendshappeningamongdifferentcompanysizes, 
asmeasuredbythetotalnumberofemployees(notrestrictedtoengineeringteams).

// Based on this data, 
we are reporting a trend 
in which the traditional 
correlation between 
company size and 
throughput is diminishing.
 
Smaller,moreagileorganizationsappearto
befindingnewwaystodriveproductivity.
Notably,theseorganizationsarerunninglonger,
morecomplexworkflows,whichmaysuggest
productivitygainsaredrivenbyanincreaseduse
ofautomationandmorecomprehensivetesting
andqualityassuranceprocesses.
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K E Y  TA K E AWAY S  O N  T E A M  
A N D  C O M PA N Y  S I Z E

Softwaredeliveryperformanceisshiftinginways
thatchallengeconventionalwisdomaboutteamand
organizationalsize.Smallerteamsandbusinesses
have shown remarkable increases in productivity, 
closingthegapwiththeirlargercounterparts,while
simultaneouslyincreasingthelengthandcomplexity
of their workflows. 

...moreoftenitreflectsawillingnessandability
toembracenewtechnologiesandmethodologies.
Smallercompaniesthatareagileandforward-
thinkingcancompeteeffectively,sometimes
evenoutperforminglargerorganizationsbybeing
moreinnovativeandresponsivetochange.Larger
organizationsmayfindbenefitsinreorganizing
aroundsmaller,morenimblestream-alignedteams.

Successintoday’stechlandscapeisnotsolelyabout
scalebutalsoaboutadaptabilityandthestrategic
useoftechnologytoimproveperformance.Asthe
techindustrycontinuestoevolve,thegapbetween
thecompaniesthatthriveandthosethatstruggleto
keep up is likely to widen. 

Those able to harness the power of CI/CD and other 
technological advancements will continue to lead, 
reshaping the competitive landscape in their favor.

// The growing divide 
between high and low 
performers is not just 
a matter of company or 
team size ...
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How does your industry stack up?
U N D E R S TA N D I N G  broad trends in software 
delivery performance can lead to valuable 
insights,butwhenmakingdecisionsthataffect
your business, industry-specific metrics can help 
you make better-informed decisions about how 
to compete. // These metrics offer a clearer 

picture of performance standards, 
customer expectations, and 
competitive benchmarks in 
specific markets, helping you 
measure your team’s performance 
against competitors and uncover 
opportunities for innovation or 
efficiency gains. 

In this section, we’ll reveal the top ten business 
verticals ranked by their performance across our 
four key delivery metrics. 
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D U R AT I O N

Electricutilitiesleadsthelistwiththeshortestaverageduration
of1m29s(48%fasterthantheoverallaverage).Thismight
reflectahighlevelofautomationandefficiencyintheirsoftware
deploymentprocesses,whichiscrucialforindustries—including
utilities,healthcare,andtransportation—whereresponsiveness
and uptime are critically important. However, shorter durations 
cansometimescompromisethedepthoftestingandquality
assurance,soitisimportanttobalancespeedandthoroughness
basedonthespecificoperationalrequirementsandrisk
tolerance of your sector. 

T O P  1 0  I N D U S T R I E S  B Y  D U R AT I O N

Average workflow duration (in minutes)

Median 2.84

Industry

1.48

 2.30

  2.35

   2.46

    2.50

     2.67

      2.80

       2.94

       2.95

        3.02
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T H R O U G H P U T

Asreflectedintheoverallincreaseinthroughputseeninthis
year’sdata,thepresenceofbothtechnology-orientedsectors
(likecommunicationsandhealthcareequipment)andtraditional
sectors(likebankingandautomotive)suggeststhatoperational
excellenceandhighthroughputarerecognizedascompetitive
advantagesacrosstheboard.

T O P  1 0  I N D U S T R I E S  B Y  T H R O U G H P U T

Workflows per dayIndustry

Median 1.68

    1.93

   1.86

   1.86

   1.86

  1.82

 1.79

 1.79

 1.79

 1.79

1.75
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M E A N  T I M E  TO  R E C O V E R Y 

Internetsoftwareandservicesleadingthelistwiththeshortest
recoverytime(17%fasterthantheaverage)underscoresthe
sector’sfocusonhighavailabilityandtheabilitytoquickly
addressissues.Similarly,airfreight&logisticsandfinancial
services are particularly sensitive to downtime and are the only 
other industries to recover faster than the 60-minute benchmark.

Mean time to recovery (in minutes)Industry

47.69

48.65

 56.62

  64.17

   77.16

    81.13

     82.82

     83.63

      101.86

       105.09

T O P  1 0  I N D U S T R I E S  B Y  M E A N  T I M E  T O  R E C O V E R Y

Median 57.55
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S U C C E S S  R AT E

Pharmaceuticalsstandsastheonlyindustrywithasuccessrate
onmainaboveour90%benchmark,reflectingtheindustry’s
highcostoffailureandemphasisonprecision,qualitycontrol,
andregulatorycompliance.Otherhigh-stakesindustries,
includingbiotechnology,aerospaceanddefense,andhealth
careequipment,underscorethecriticalnatureofreliabilityand
accuracy in these fields, where successful deployments are vital 
tomaintainingsafety,compliance,andtrust.

T O P  1 0  I N D U S T R I E S  B Y  S U C C E S S  R AT E  ( D E FA U LT  B R A N C H )

Success rateIndustry

Median 82.5%

    90.01%

  88.23%

 87.86%

 87.69%

87.23%

87.23%

86.84%

86.71%

86.63%

86.43%
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Language trends
Althoughprogramminglanguageisnotthemost
importantfactorinthesuccessofyourCI/CD
initiatives,itcaninfluenceyourproject’sbuild
times,testability,andeaseofautomation,along
with the tools available for use in your pipelines. 
Awell-chosenlanguagecanenhanceCI/CD
processes,leadingtosmootherdeployments
and faster feedback cycles, while a less suitable 
choicemayintroducechallengesthatcomplicate
these workflows.

Below, we look at the most commonly used 
languagesonourplatform,aswellasthetop25
languagesrankedfortheirperformanceoneach
ofthefourkeymetrics.Inexploringthesetrends,
weaimtoprovideinsightsintohowdifferent
languagescanmakeCI/CDpracticeseithermore
efficientormorecumbersome,highlightingthe
importanceofthoughtfullanguageselectionin
optimizingsoftwaredeliveryoutcomes.
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T O P  2 5  L A N G U A G E S  B Y  T H R O U G H P U T

Average workflows per dayLanguage

T H R O U G H P U T

ThePHPdialectHackcontinuesitsrunasthelanguagewiththehighest
throughput,leadingourlistforthethirdstraightyear.Thepresenceoftemplating
engines(Twig,Smarty,Mustache)andDSLs(RobotFramework,Gherkin)further
highlightstheefficiencyspecializedlanguagesbringtoCI/CDpipelines.

D U R AT I O N

ScriptinglanguageslikePerlandShellareknownfortheirabilitytoquicklyautomate
repetitivetasksandregularlyappearatthetopofourlistoffastestlanguages.Many
oftheotherentries,suchasLookML,HCL(HashiCorpConfigurationLanguage),
SaltStack,andDockerfile,aredomain-specificlanguages(DSLs)thatprovidehigher
expressivenessandefficiencyforcertainCI/CDtasks,likedeployinginfrastructureor
managingconfigurations.

T O P  2 5  L A N G U A G E S  B Y  D U R AT I O N

DurationLanguage

0.15
0.18
 0.38
  0.44
   0.59
    0.74
     0.78
     0.80
      0.86
       1.07
        1.13
        1.16
         1.19
         1.20
          1.25
           1.63
            1.73
             1.79
             1.80
              1.96
               2.23
                2.42
                2.44
                2.45
                 2.52

         2.54
        2.39
       2.00
      1.89
      1.88
      1.88
      1.88
      1.86
      1.86
     1.84
     1.82
     1.82
    1.79
    1.77
    1.75
  1.71
  1.71
  1.71
  1.71
 1.70
 1.68
 1.68
 1.68
 1.68
1.64
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T O P  2 5  L A N G U A G E S  B Y  S U C C E S S  R AT E

Success rate (default branch %)Language

S U C C E S S  R AT E

Elixir,whichsawsignificantgrowthinoverallusagethisyear,lendsitselfto
highsuccessratesduetoitssyntax,functionalprogrammingprinciples,fault
tolerance,andsystemreliability.CompiledlanguagessuchasRust,C,C++,and
Goarealsonotedfortheirperformanceandsafetyfeatures,includingstrongtype
systems and memory safety, which can help catch errors early in the development 
cycle and improve overall success rates.

M T T R

ScriptinglanguageslikePerlandShell,whichalsoperformwellonduration,have
someofthefastestrecoverytimes.Languageswithlargeecosystemsandcommunity
support,suchasTypeScript,Go,Python,andC#benefitfromextensivelibraries,tools,
andactivecommunityforumsthatalsoaidinrapidissueresolution(though,notably,
onlyTypeScriptfallsbelowthe60minutebenchmarkforMTTR).

T O P  2 5  L A N G U A G E S  B Y  M T T R

MTTR (in minutes)Language

         93.90%
        91.52%
       89.01%
      87.22%
     86.49%
    86.17%
    86.13%
    85.68%
   85.33%
   85.31%
   85.14%
   84.68%
   84.10%
  83.76%
  83.75%
  83.08%
  83.07%
  83.05%
 82.19%
 82.14%
 82.00%
 81.98%
80.66%
80.61%
80.17%

0.06
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  40.61
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     71.81
     80.19
      91.30
       97.06
        122.95
         132.03
          142.04
           155.03
            180.23
             182.65
              185.52
               207.23
                212.43
                 245.58
                  297.31
                   320.55
                   321.13
                   323.20
                    341.16
                     345.33

CircleCI  |The2024StateofSoftwareDelivery 26

https://circleci.com/


// Most popular DevOps tools
T H I S  S E C T I O N  L I S T S  some of the most 
popularandfrequentlyusedtoolsacross
projectsonourplatform.Wemeasure
popularity based on both the number of 
organizationsthatincludetheminatleast
oneproject(orgadoption)andthetotal
numberofpipelinesrun(usage).We’llalso
showwhichtoolsarethefastestgrowing 
inthesetwocategories.

Byevaluatingtoolusageandadoption,
engineeringleaderscanbetterunderstand
whichtoolsarebecomingindustry
standards,whichareemergingasnew
favorites, and how the landscape of 
developmenttoolsisevolvingtomeetthe
needs of modern software delivery.

FA S T E S T  G R O W I N G  T O O L S  
O F  2 0 2 3  ( YOY %)

By Org Adoption By Pipeline Usage

1 Cloudsmith(+36%) Sysdig(+318%)

2 StackHawk(+33%) NewRelic(+186%)

3 LaunchDarkly(+22%) StackHawk(+122%)

4 Sysdig(+18%) Pulumi(+95%)

5 Lacework(+15%) Lacework(+61%)

6 Grafana(+12%) Discord(+52%)

7 Bridgecrew(+6%) LaunchDarkly(+48%)

8 Datadog(+5%) DigitalOcean(+40%)

9 Honeybadger(+5%) Datadog(+37%)

10 Artifactory(+4%) Rollbar(+28%)

T O P  T O O L S  
O F  2 0 2 3

By Org Adoption By Pipeline Usage

1 Docker Docker

2 AWS AWS

3 Slack Slack

4 Gradle Cypress

5 Cypress Helm

6 Terraform Terraform

7 Codecov GCP

8 Kubernetes Kubernetes

9 GCP Datadog

10 Maven Gradle
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// Based on these results, we can 
draw a few conclusions, particularly 

around the core tools that appear on 
both the adoption and usage lists. 

T O O L S  S U P P O R T I N G  C L O U D computing(AWS,GCP),
containerizationandorchestration(Docker,Kubernetes),
InfrastructureasCode(Terraform),buildautomation(Gradle),
testing(Cypress),andcollaboration(Slack)formthefoundation
ofthemodernDevOpstoolchain.

Sometools,likeHelmandDatadog,areusedprimarilybyteams
managingmultiplecomplexdeployments,limitingtheiradoption
toasmallernumberofteamsthathaveheavierusagepatterns.
Others,likeCodecov,enjoybroadadoptionbutlessintensive
use,highlightingtheirroleinspecificstagesoftheCI/CDprocess
ratherthancontinuoususethroughout.

Theoverallgrowthofsecurity,observability,andrelease
managementtoolslikeDatadog,Lacework,StackHawk,
LaunchDarkly,andRollbarreflectamaturationofDevOps
prioritiesinwhichteamsareincreasinglyprioritizingthe
reliability,security,anduserexperienceofthesoftwarebeing
delivered. This is evidenced not only by the tools used in their 
workflows but also by the more robust workflows and improved 
recoverytimesobservedthroughoutthisyear’sdata.
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//  To improve 
software delivery, 
start with CI   

*SourcedfromTheTotalEconomicImpact™ofCircleCI

A  R O B U S T  C I  P R A C T I C E  provides the foundation on which you can build 
a fast, secure, and sustainable software delivery process that will keep your 
organizationaheadofthecompetitionandyourcustomershappy.

Thedatainthisreportshowsthatteamswhoinvestinbest-in-classCItooling
meetorexceedindustrybenchmarksforengineeringperformance.Average 
usersofCircleCIrankamongthehighest-performingteamsintheindustryand 
save nearly $14 million dollars over a three-year period due to improvements in 
teamspeed,organizationalefficiency,andqualityassuranceguardrails.
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To achieve and even exceed these results at  
your organization, take advantage of the benefits 
that CircleCI can offer:

Speed
• CircleCI has the industry’s fastest build environments,includingDocker
andremoteDocker,Linux,macOS(includingM1),Windows,GPU,and
Arm.Youcaneasilyadjustthesizeofyourmachinestofindtheright
balance of cost and workflow performance.

• Everyusergetsaccesstoafleetofcustom-built Docker images. These 
imageshavebeenoptimizedforCIsothattheyaremoredeterministic
andfastertoload,cuttingdownonbuildminutesandsavingyoufrom
havingtobuildyourownimages.

• Intelligent test-splitting, matrix jobs, parallelization, and concurrency 
optionssignificantlyspeeduptestexecution.Byrunningmultiplejobs
simultaneously across separate build nodes, you can increase test 
coverageandsuccessrateswithoutsacrificingonduration.

• With advanced caching options, you can store and reuse data from 
previousjobstoreducethedurationofyourworkflows.Dockerlayer
caching,forthosebuildingcustomDockerimages,canallowforan
evengreaterreductioninworkflowduration.
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Efficiency
• Beingabletorecordandmonitoryourteam’s

performance across the four key metrics is an 
essentialfirststeptowardimprovingyourdelivery
process. CircleCI users have access to the  
Insights dashboard, which measures the four 
key metrics for all of your workflows so you can 
optimizeyourteam’sprojects.Italsooffers 
time-andmoney-savingdataoncreditspend,
resourceusage,andtestflakiness.

• Powerfuldeploy and release features allow you 
toconfidentlyrolloutchangestoKubernetes
environments, closely monitor their impact, and,  
if necessary, swiftly revert to previous states.  
Withcompletevisibilitythroughouttheentire
deliveryprocess,you’llgainanewlevelof
operational flexibility and control. 

• CircleCIofferstheabilitytoquickly rerun a  
failed workflow or rerun only failed tests within a 
workflow,savingyoutimeandhelpingyouresolve
issueswithoptimalresourceusage.

• SSH debugging allows you to access the remote 
buildenvironment,givingyouthepowertoquickly
reproduce,diagnose,andremediateissues, 
savingcountlessdeveloperhoursandshortening
yourMTTR.

• UsingtheCircleCI VS Code extension, developers 
getreal-timefeedbackandvisibilityintotheir
CI/CDpipelinesdirectlyfromtheirdevelopment
environment.Thishelpsinquicklyidentifyingand
addressingissues,streamlinesthecommit-to-
deployprocess,andreducescontextswitching,
leadingtomorefocusedandproductive
development workflows.
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Control
• With config policies,youcancreateorganization-

level policies to impose rules and scopes to 
governwhichconfigurationelementsarerequired,
allowed,ornotallowed.Byautomatingtheserules,
developers can innovate faster with access to 
exactlywhattheyneed,andnothingtheydon’t.

• Orbsaresharable,reusablepackagesof
configurationthatyoucanusetostandardizeyour
workflows and share tools and components across 
projects.CircleCIusershaveaccesstoalibraryof
opensourceorbscreatedbytrustedtechnology
partners and community members, or you can 
createyourownprivateorbstoshareamong
authorizedmembersofyourorganization.

• CircleCI supports role-based access controls,  
IP range restrictions, and OpenID Connect tokens, 
givingyouanumberofoptionsforrestricting 
whohasaccesstocriticalprojectand
configurationdata.

• Self-hosted runnersofferorganizationsthe
ability to run sensitive workloads on their private 
cloud.Organizationswithheightenedsecurity
and compliance concerns can also install CircleCI 
behindtheirownfirewall,includingsupportfor 
air-gappedinstallation,withCircleCIServer.

• Premium support providesenterprise-grade
consultations to help you continuously improve and 
optimizeteamproductivity,includingtheoption
forpersonalizedconfigurationreviewstoimprove
pipeline security, eliminate bottlenecks, and 
maximizethevalueyougetfromyourpipelines.
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T O  C R E AT E  T H I S  R E P O R T,wepulleddatafromnearly15
millionCircleCIworkflowswithinthefirst28daysofSeptember
2023.Wefilteredthisdatatoincludeonlyprojectsthatuse
GitHubastheirVCS.Inanattempttorestrictouranalysistoreal
companies and repeatable workflows, we restricted the dataset 
toCircleCIprojectsthathaveatleast2contributors(alltime)
andworkflowsthatranatleast5timesonCircleCIduringthe
analysis period. When analysis restricts to the default branch of 
theproject,itisusingthecurrentvalueforthedefaultbranch,
possiblymissingsomeolderdataforprojectsthatchanged
theirdefaultbranchduringtheanalysiswindow.Industrydatais
sourcedfromClearbitandisnotavailableforallorganizations.

Data details: 

• EverydaybetweenSeptember1,2023andSept28,2023

• OnlyGitHubprojects

• Onlyprojectswithmorethanonecontributor

• Onlyworkflowsthatranatleast5times

• 14,833,746workflows

 R E P O R T  A U T H O R S  RonPowell

  JacobSchmitt

 R E P O R T  E D I T O R  Gillian Kieser

 R E P O R T  D E S I G N E R S  MonicaRusso-Dunphy

  BirdyWheeler-Wolowicz

 A C K N O W L E D G E M E N T S  CanWang

// Methodology
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